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Summary 

National statistical institutes are under increasing pressure to reduce 

administration costs and response burden for the production of official statistics. 

This could potentially be accomplished by using large data sets - so called big data. 

However, there are problems that must be addressed when using such data source 

for the production of official statistics. Two different research lines can be 

identified on how big data sources can be used in the production of official 

statistics. The first approach to be presented is to combine big data sources with 

sample data in a model-based inference approach. This implies that big-data 

sources are used as covariates in models used for small area estimation and time 

series models, where cross-sectional and temporalcorrelations are used to 

improve precision and timeliness of sample statistics. The second approach is to 

use big data sources as a primary data source for the compilations of official 

statistics. This can be considered if a big data source covers the intended target 

population and not suffer to much from under- and over-coverage, e.g. the use of 

satellite and areal images for deriving statistical information on land use. In most 

cases, however, adjustments for selection bias are required. 

Keywords 
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1. Introduction 

National statistical institutes are responsible to produce reliable statistical 

information about economic and social developments of a society. This 

information is often referred to as official statistics. The required data are 

obtained via registrations or collected through surveys, usually on the basis of a 

probability sample. For decades, design-based and model-assisted inference 

methods have been the preferred methods for national statistical institutes to 

produce official statistics. The prevailing opinion at national statistical institutes is 

that official statistics should not be based on explicit statistical model assumptions 

that are hard to verify. On the other hand there is an increasing pressure on 

national statistical institutes to reduce administration costs and response burden. 

In addition, declining response rates compromise the quality of sample estimates 

and stimulate the search for alternative sources of statistical information. This 

could be accomplished by using administrative data like tax registers, non-

probability samples or other large data sets - so called big data - that are 

generated as a by-product of processes not directly related to statistical 

production purposes. Examples of these include time and location of network 

activity available from mobile phone companies, social media messages from 

Twitter and Facebook, sensor data, and internet search behaviour from Google 

Trends. A common problem with this type of data sources is that the process that 

generates the data is unknown and likely selective with respect to the intended 

target population. Other incentives for national statistical institutes to make more 

use of big data sources in combination with model-based inference methods is an 

increasing pressure to produce more timely statistical information at a higher 

frequency and a more detailed level.  

 

The question arises to what extent national statistical institutes in the future can 

afford to exclusively use traditional probability samples in combination with 

design-based or model-assisted inference procedures for the production of official 

statistics. Model-based methods known from small area estimation and 

nowcasting literature can be used to make more precise and timely predictions for 

detailed sub populations. New data sources can potentially be used as covariates 

in these models, since they come at a high frequency and are therefore very timely 

and also cost effective. The advantage of using big data sources as covariates in 

models for sample surveys is that problems with selectivity can be circumvented. 

If, however, big data sources are directly used to produce statistical information, 

then the potential selection bias of these data sources must be accounted for. In 

this case statistical modelling also plays a vital role. 

 

The purpose of this paper is to discuss the potentials and risks for national 

statistical institutes to use these new data sources in combination with model-

based inference procedures for the production of official statistics. The chapter is 

organised as follows. In section 2, the traditional approach of probability sampling 

in combination with design-based inference methods is reviewed. In section 3 the 

advantages of model-based inference procedures are described. In Section 4 the 

pros and cons of new data sources or big data sources are described. In Section 5 
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the potentials of using these new data sources as covariates in model-based 

inference procedures is discussed. In Section 6 different methods that account for 

selection bias of non-probability samples are reviewed. Section 7 concludes with a 

discussion of the challenges and issues of these new data sources and inference 

methods for national statistical institutes. 

2. The role of probability 

sampling in official statistics 

National statistical institutes gather and publish reliable statistical information 

about finite populations, generally all people residing in a country or all 

enterprises registered in a country. This information is often defined as totals, 

means or proportions. Consider a finite population U of size N. Let �� , � = 1, … , �, 

denote the values of a variable of interest of population unit i. Population totals 

are typically defined as 	 =  ∑ ��
�
�
� . Means are simply obtained as 	� = 	 �⁄ . This 

information is not only required at the national level but also for all kind of 

subpopulations, like municipalities, age classes, gender classes, etc. The population 

U can be divided in D subpopulations or domains �� of size ��. In this case, 

domain totals are defined as 	� =  ∑ ��,���
�
�
� , with ��,� an indicator taking a value 

equal to one if element i belongs to domain d, and zero otherwise.  

 

The population values for these variables are generally unknown. Until the 

beginning of the twentieth century this kind of information was obtained by a 

complete census of the target population. This is very laborious and expensive. At 

the beginning of the twentieth century, it gradually became clear that large data 

sets are not a sufficient condition for valid inference. Despite an impressive 2.3 

million respondents, the 1936 Literary Digest poll completely failed to correctly 

predict the outcomes of the USA presidential elections, because both the sample 

and the response were selective and not appropriately dealt with (Squire, 1988). 

This was a strong incentive to embrace the concept of random sampling, which has 

been developed, mainly on the basis of the work of Bowley (1926) and Neyman 

(1934), as a method of obtaining valid estimators for finite population parameters 

based on a relative modest but representative sample, rather than on a complete 

census. Other important milestone papers are Hansen and Hurwitz (1943), Narain 

(1951), and Horvitz and Thompson (1952). Under this approach the probability 

sample s of size n is drawn from the target population U with n<<N. Each element i 

in the population has a non-zero probability, say ��, to be included in the sample. 

An estimator of the unknown population total is obtained as the sum over the 

observations in the sample, expanded with the so called design weights, i.e. 	� =
∑ ����

�
�
� , with �� = 1 ��⁄ . This estimation procedure is called design-based since 

inference is completely based on the randomization distribution induced by the 

sampling design. Statistical modelling of the observations obtained in the survey 

does not play any role so far. 
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National statistical institutes often have auxiliary information about the target 

population from external sources, e.g. censuses and administrative sources. This 

information can be used to improve the precision of the sample estimates. One 

way is to improve the efficiency of the sampling design, e.g. stratified sampling 

with optimal allocation and sampling designs where selection probabilities are 

approximately proportional to the target variable. Another way is to use this 

auxiliary information in the estimation procedure via the so called generalized 

regression estimator proposed by Särndal et al. (1992). The generalized regression 

estimator expands the observation in the sample with a regression weight such 

that the sum over the weighted observations is an approximately design unbiased 

estimator of the unknown population total. Let �� denote a vector containing 

auxiliary variables for which the population totals � = ∑ ��
�
�
�   are known from a 

register or census. The design weights ��  are adjusted such that the sum over the 

weighted auxiliary variables in the sample equates to the known population totals, 

i.e. ∑ ���� = ��
�
� , where ��  are the regression weights. This results in a 

correction for groups that are underrepresented in the sample, for example due to 

selective nonresponse. The regression estimator for the population total is now 

obtained as 	� � = ∑ ����
�
�
� . Generally the purpose of a survey is not limited to 

estimates at the national level but also to produce statistical information for 

subpopulations or domains. Direct estimates for domain totals are obtained by 

	��
� = ∑ ����,���

�
�
� .  

 

In the model-assisted approach developed by Särndal et al. (1992) this estimator is 

derived from a linear regression model that specifies the relationship between the 

values of a certain target variable and a set of auxiliary variables for which the 

totals in the finite target population are known, i.e. �� = ���� + �� . Most 

estimators known from sampling theory can be derived as a special case from the 

generalized regression estimator. Examples are the ratio estimator and 

poststratification. Generalized regression estimators are members of a larger class 

of calibration estimators, Deville and Särndal (1992).  

 

The generalized regression estimator has two very attractive properties. Although 

this estimator is derived from a linear model, it is still approximately design-

unbiased.  If the underlying linear model explains the variation of the target 

parameter in the population reasonably well, then the use of this auxiliary 

information will result in a reduction of the design variance compared to the 

Horvitz-Thompson estimator and it might also decrease the bias due to selective 

non-response, Särndal et al. (1992), Särndal and Swenson (1987), Bethlehem 

(1988), and Särndal and Lundström (2005). Model-misspecification might result in 

an increase of the design variance but the property that this estimator is 

approximately design-unbiased remains. From this point of view, the generalized 

regression estimator is robust against model-misspecification. The linear model is 

only used to derive an estimator that uses auxiliary information but the resulting 

estimator is still judged by its design-based properties, such as design expectation 

and design variance. This is the reason that this approach is called model-assisted. 

 

Design-based and model-assisted inference is a very powerful concept since it is 

based on a sound mathematical theory that shows how under the right 

combination of a random sample design and estimator, valid statistical inference 
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can be made about large finite populations based on relative small samples. In 

addition, the amount of uncertainty by relying on small samples can be quantified 

through the variance of the estimators. A strong advantage of probability sampling 

in combination with a design-based or model-assisted inference is that it has a 

built-in robustness against model misspecification. This is useful in a production 

process where there is not much time for extensive model evaluation. For these 

reasons, design-based and model-assisted inference is still used in modern 

statistical science and is the standard for most national statistical institutes for 

producing official statistics. 

3. Towards model-based 

inference in official statistics 

Model-based inference refers to estimation procedures that rely on the probability 

structure of an explicitly assumed statistical model, whereas the probability 

structure of the sampling design plays a less pronounced role. This is the position 

taken by authors like Gosh and Meeden (1997), Valliant et al. (2000), and Rao and 

Molina (2015). 

 

Results published by national statistical institutes must enjoy public confidence. 

For decades, this has resulted in the prevailing opinion that methods used to 

produce official statistics, particularly if they are used for planning and 

implementing policies, must be free from model assumptions and should therefore 

be based on the above-mentioned design-based and model-assisted approaches. 

The reason for this is that models depend on assumptions that are hard to verify, 

which raises concerns about the validity of the results. Design-based and model-

assisted approaches, however, have some limitations. In the case of small sample 

sizes the design-variances of the sample estimates become unacceptably large, 

which makes the built-in robustness against model misspecification of less use. 

Furthermore, they do not handle measurement errors effectively. In such 

situations model-based estimation procedures can be used as an alternative. The 

rapid rise of large data sets - so called big data - that are generated as a by-product 

of processes not directly related to statistical production purposes is another 

incentive for national statistical institutes to move towards model-based inference 

procedures as will be detailed in Sections 4, 5 and 6. 

 

Important quality aspects of official statistics are accuracy, relevance, timeliness, 

and comparability with preceding periods. Relevance of statistical information 

increases with the level of detail and the frequency of the information. For policy 

making monthly figures at a low regional level are in general more relevant than 

annual figures at the national level. Figures for reference period t are more 

relevant if they become available in t+1, instead of a delay of multiple time lags. 

This results in detailed breakdowns of a target population in domains or 

subpopulations with respect to regions or socio-demographic classifications in 
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combination with short reference periods. In such situations domain sample sizes 

rapidly become too small to produce sufficiently precise domain estimates with 

design-based or model-assisted procedures. As an alternative model-based 

procedures, which explicitly use a statistical model can be used to improve the 

effective sample size of a particular domain with the information from other 

domains or preceding sampling periods. These methods are in the literature 

referred to as small area estimation, see e.g. Rao and Molina (2015), Pfeffermann 

(2002, 2013). 

 

Small area estimation is predominantly based on multilevel models. These 

methods can be classified in area level models (Fay and Herriot, 1979), and unit 

level models (Battese et al., 1988). These models are predominantly used to take 

advantage of cross-sectional sample information that is observed in other 

domains. In an area level model, the direct estimates of the domains are modelled 

in a multilevel model, while in a unit level model the sampling units are the input 

for a multilevel model. They consist of a regression component, where available 

auxiliary information is used to explain the variation in the survey data, and a 

random component, which describes the unexplained variation between the 

domains. Through the regression component, sample information from other 

domains is used to improve the precision of the estimates for each domain 

separately. To define an area level model a measurement error model is assumed 

for the observed domain estimates; 	��
� = 	� + ��, with �� the sampling errors 

which are assumed to be normally and independently distributed; ��~�!0, #�$. 

Subsequently a linear model for the true population parameter is assumed; 	� =
��

� � + %�, with ��  a vector of auxiliary information at the domain level, � a vector 

with regression coefficients and %� the random domain effects that are assumed 

to be normally and independently distributed; %�~�!0, &'
($. Assuming that the 

design variances #� are known, estimates for �, %� and &'
( can be obtained with 

maximum likelihood methods or Bayesian methods. Finally model based 

predictions for 	� including approximations of its uncertainty can be derived. See 

Rao and Molina (2015) for details. With a unit level model a similar multilevel 

model is defined but now at the level of the observations of the sampling units. 

We further focus on the area level model, since most auxiliary information from 

new data sources are fuzzy and difficult to match at the unit level but are often 

available at the domain level.  

 

Most surveys conducted by national statistical institutes are conducted repeatedly 

over time. A natural approach for small area prediction as well as nowcasting is to 

extend the Fay-Herriot model with related information from previous editions of 

the survey. Rao and Yu (1994) extended the area level model by modelling random 

domain effects with an AR(1) model. Other accounts of regional small area 

estimation of unemployment, where strength is borrowed over both time and 

space, include Tiller (1992), Datta et al. (1999), You (2008), Pfeffermann and Tiller 

(2006). 

 

Temporal information can be included in the area level by assuming a structural 

time series (STS) model for the unknown domain parameters. Similarly to the area 

level model, a time series model for survey estimates observed with a periodic 

survey starts with a measurement error model, 	�),�
� = 	),� + �),�, where subscript t 
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refers to the time periods of the survey, * = 1, … , +. Subsequently a structural 

time series model is assumed for the domain parameters. For simplicity we 

assume a basic structural time series model, which assumes that a series can be 

decomposed in a stochastic trend model, say ,),�, for modelling the low frequency 

variation, a stochastic seasonal component, say -),�,  to model a cycle pattern with 

a period of one year, and a white noise, say %),�, for the remaining unexplained 

variation. This leads to 	),� =  ,),� + -),� + %),�. This model can be extended with 

other cycles, regression components and AR or MA components. See Durbin and 

Koopman (2012) for an introduction to STS modelling. For the components 

stochastic models are assumed, which makes them time dependent. A frequently 

applied trend model is the local linear trend model, which is defined as 

  

,),� = ,).�,� + /).�,� + 0),�,  0),�~�!0, &1
($ 

/),� = /).�,� + 2),� ,  2),�~�!0, &3
($ 

 

For the seasonal component the dummy or trigonometric seasonal component can 

be used, see Durbin and Koopman (2012) for an expression. The white noise terms 

are independently normally distributed; %),�~�!0, &'
($. Inserting the STS model 

into the measurement error model gives 	�),�
� = ,),� + -),� + 4),�, with 4),� =

%),� + �),�  and assuming that 4),�~�!0, #�&5
($ with #� assumed to be known. See 

Van den Brakel and Krieg (2015) for details. STS models can be fitted using the 

Kalman filter after writing them in state-space form, see Durbin and Koopman 

(2012) for details. 

 

The univariate STS model can be seen as a form of small area estimation, where 

sample information from preceding periods is used to improve the effective 

sample size for the last period. This model can be extended in several ways. A first 

generalization is to combine the time series of all D domains in one multivariate 

STS model. In this case the D domain estimates for one period are stacked in one 

vector 67)
� = !	�),�

� , … , 	�),8
� $�. Each series has its own trend and seasonal component. 

By modelling the correlations between the level disturbances of the domains 0),� 

cross-sectional information from other domains can be used. This assumes a 9 ×
9 full covariance matrix for the vector  ;) = !0),�, … , 0),8$�. In a similar way the 

correlation between the slope disturbances 2),� can be modelled as well as the 

disturbance terms of the seasonal components. This results in a multivariate STS 

model that uses temporal and cross-sectional information to improve the effective 

sample size for the different domains. This approach is followed by Pfeffermann 

and Burck (1990), Pfeffermann and Bleur (1993), Van den Brakel and Krieg (2016), 

Boonstra and Van den Brakel (2019). 

 

Another useful application of STS models is to account for non-sampling errors. As 

long as the survey design of a repeated cross-sectional survey is not changed, non-

sampling errors like measurement bias and selection bias remain rather invisible. 

In some situations the effects of non-sampling errors become visible. The first 

example are rotating panel designs, which are frequently used by national 

statistical institutes for labour force surveys. In a rotating panel on each survey 

occasion a new panel is added to the sample, and followed for a number of 

periods according to a predetermined pattern, after which the panel is (normally) 

dropped and replaced by a new one. Generally there are systematic differences 



 

 

CBS | Discussion Paper | July 2019  10 

 

between the responses of the subsequent waves, which is referred to in the 

literature as rotation group bias (RGB), see Bailar (1975). Pfeffermann (1991) 

proposed a multivariate STS model where time series of direct estimates of the 

different waves of the rotating panel serve as the input and the RGB is explicitly 

modelled. This model can be used as a form of small area estimation and accounts 

for RGB induced by the rotating panel design. Another occasion where non-

sampling errors become visible are major redesigns of the survey process of a 

repeated survey. When methods are necessarily updated it generally  causes a 

change in the series. Such systematic differences are distinct from the sampling 

error and are known as a discontinuities. One way to avoid confounding real 

period-to-period change from discontinuities is to model the effect of a redesign 

with an STS model. In this case the above proposed model is extended with an 

intervention variable which changes from zero to one at the moment of 

implementing the new survey design. The corresponding regression coefficient can 

be interpreted as the discontinuity, see e.g. Van den Brakel and Roels (2010). 

 

Finally the STS model can be augmented with related auxiliary series. This can be 

done by extending the univariate STS model with a regression component or by 

defining a bivariate STS model where the input vector contains the survey estimate 

and the auxiliary series, say =	�),�
� , >),�?

�
. Both series have their own trend and 

seasonal component. The correlation between level disturbance terms of both 

series can be modelled in a similar way as explained for the multivariate STS model 

for all domain estimates. Also the correlation between the disturbance terms of 

other model components can be modelled. In this way the additional information 

from related auxiliary series is used to improve the survey estimates, see e.g. 

Harvey and Chung (2000) and Van den Brakel and Krieg (2016). 

 

Improving precision of direct estimates is an argument for national statistical 

institutes to move towards model based estimation procedures in the production 

of official statistics. Statistics Netherlands made some steps in this direction. 

Boonstra et al., (2008), summarizes the first research results in small area 

estimation at Statistics Netherlands. Based on this work Statistics Netherlands 

currently uses a multivariate STS model in the production of monthly Labour Force 

figures to handle problems with small sample sizes, rotation group bias and 

discontinuities since 2010, Van den Brakel and Krieg (2015). A similar model has 

been implemented in 2017 for producing official figures for the Consumer 

Confidence Index. A Battese-Harter-Fuller unit level model is in use since 2015 to 

produce annual municipal unemployment figures, Boonstra et al. (2011). A multi-

level time series modelling approach, based on an extension of the model 

proposed by Bollineni-Balabay et al. (2016) will be implemented in 2019 to 

estimate official trend figures in time series of the Dutch National Travel Survey. 
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4. New data sources 

The accuracy of statistics is measured by its variance and bias. The variance is 

inversely related to the sample size and will generally be a major uncertainty 

component for survey sample statistics, because sample surveys usually have 

limited sample sizes. A strong point of sample surveys is that a national statistical 

agency has control over the quality of the survey outcomes through the design of 

the sample survey. The precision of the sample estimates can be controlled in 

advance via variance and sample size calculations and the choice of an optimal 

sampling strategy, i.e. the combination of a sample design and estimator. In 

addition the national statistical institute is in control of the availability of the data 

source as well as its frequency. Repeated sample surveys are therefore a stable 

data source for measuring the evolution of social-economic phenomena over time. 

 

Concerning bias, we distinguish between selection bias and measurement bias. 

The selection bias of sample survey statistics is approximately zero under complete 

response. In practice however, selection bias arises due to selective nonresponse, 

under-coverage of the sample frame and to what extent the field work strategy 

successfully reached the target population. Particularly non-response can be 

informative and result in biased estimates if not appropriately accounted for 

(Pfeffermann and Sverchkov, 2003, 2009). The measurement bias in sample 

statistics typically depends on the extent to which the conceptual variables to be 

measured are correctly implemented in the questionnaire, on the mode of data 

collection and on the quality and skills of the interviewers in the case of telephone 

and face-to-face surveys. Problems with measurement bias in surveys arises, since 

measurements of the variables of interest are indirect in that respondents are 

asked to report about their behavior, introducing all kind of measurement errors. 

 

Drawbacks of sample surveys are that data collection is costly, its quality is 

compromised by non-response and measurement bias, and they are generally not 

very timely. In addition survey samples induce response burden, which is 

particularly an issue in business surveys. For national statistical institutes this is an 

argument to make more use of administrative data like tax registers, or other large 

data sets - so called big data - that are generated as a by-product of processes not 

directly related to statistical production purposes. Examples of these include time 

and location of network activity available from mobile phone companies, social 

media messages from Twitter and Facebook, internet search behavior from Google 

Trends, information found on the internet, web scraping, scanner data and sensor 

data like e.g. satellite images, aerial images and road sensor data. A common 

problem with this type of data sources is that the process that generates the data 

is unknown and likely selective with respect to the intended target population. A 

challenging problem in this context is to use this data for the production of official 

statistics that are representative of the target population. There is no randomized 

sampling design that facilitates the generalization of conclusions and results 

obtained with the available data to an intended larger target population. Hence, 

extracting statistically relevant information from these sources is a challenging 

task. 
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A strong point of administrative data sources and some big data sources is that 

they contain direct measurements of people’s behavior, and are therefore 

unaffected by measurement bias induced by questionnaires. Examples include 

smart meters to measure electricity consumption, GPS trackers in mobile phones 

to measure mobility and travel of populations, search and purchase behavior on 

the internet. If similar information has been collected via questionnaires, 

substantial measurement bias might occur. This only holds, however, for specific 

examples. 

 

A problem with registers and big data sources is that a national statistical institute 

has no control over the quality, availability and stability of this data source. Major 

changes in the behavior of the public on social media and internet have a 

disturbing effect on the comparability of series over time. Also the use of these 

media might fluctuate over time. For example a Google-trend series on search 

related to vacancies might track an official series on unemployment. It does not 

measure unemployment, however. Search behavior before the start of the 

financial crisis in 2009 might be completely different compared to the period 

directly after the financial crisis, invalidating measurements of the intendent 

concept. Another example is the frequency with which administrative data 

become available. For the short term business statistics, published on a monthly 

frequency, Statistics Netherlands changed from survey data to administrative data 

of value added tax in a period that businesses were required by law to declare 

value added tax on a monthly frequency. Later on this legislation changed and 

businesses were allowed to choose whether they declared tax on a monthly, 

quarterly or even annual frequency. 

 

Particularly in the case of big data with immense volumes, the variance will often 

be a minor uncertainty component. The bias, however, might be substantial. The 

size of particularly the selection bias depends on the extent to which the non-

probability data source represents or covers the intended target population. Data 

obtained from smart meters, GPS trackers and internet behavior are currently 

considered for production of official statistics, because they measure the 

individual behavior very precisely in a cost-effective way. Here the question is how 

to account for selection bias.  

 

The rise of the big data era is somewhat reminiscent of the developments of 

probability sampling in the early 20th century due to problems with the use of 

large non-probability samples like the 1936 Literary Digest poll. The volume of big 

data might lure some into the same trap of narrowing accuracy to precision, 

ignoring selection bias. This paradox has been mathematically formalized by Meng 

(2018) who derived an expression for the error of estimates derived from non-

probability samples. The error contains three components; 1) a data quality 

measure or data defect index which measures the level of departure from simple 

random sampling, 2) a data quantity measure which measures the fraction of the 

target population covered by the big data sample, and 3) a problem difficulty 

measure, which is the standard deviation of the target variables. This measure 

shows that selection-bias in non-probability samples becomes an issue if the data 

defect index becomes substantial even if the sample size is voluminous. 
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The non-probability nature of the data therefore requires dedicated methods of 

inference to produce statistics about the intended, finite target population. 

Broadly spoken, there are two ways to use non-probability data sources in the 

production of official statistics. The first approach is to use them as covariates in 

model-based prediction methods for survey data. The second approach is to use 

them directly as a data source for official statistics and correct for possible 

selection bias. 

 

5. Big data as auxiliary variables 

Problems with selection bias of non-probability data sources can be circumvented, 

at least partially, if they are used as covariates in prediction models for sample 

survey data. One potential application are small area estimation models. Most big 

data sources are fuzzy and volatile and the records typically do not coincide with 

the units of an intended target population or the sampling units of a probability 

sample. Therefore linking units in big data sources with sampling units in a 

probability sample will often be a heroic task. These complications can be avoided, 

at least partially, by using area level models instead of unit level models for small 

area estimation. The area level model was briefly introduced in Section 4. 

Covariates traditionally used in small area prediction models are available from 

registers and censuses. The value of new data sources is multiple. First of all in 

developing countries and combat areas, the availability of registers, frequently 

updated censuses and survey data are generally scarce. Satellite images and 

mobile phone data can have valuable information for making detailed regional 

predictions. Also in developed countries, new timely data sources offer valuable 

additional information, e.g. once a census, which is typically conducted with a 

frequency of 10 years, becomes outdated. The high frequency with which new 

data sources become available allow for more frequent updates of official 

statistics (Powell, et al, 2017, Hand, 2018). 

 

Parallel to the development of the small area estimation literature, several authors 

proposed methods to combine survey data with non-probability data sources 

available from, e.g. sensor data and mobile phone data with the purpose to make 

detailed regional predictions for well-being and poverty. Many applications apply 

machine learning algorithms to establish the relation between survey data and 

sensor or mobile phone data and use the latter data set in a second step to make 

detailed regional predictions. Noor et al. (2008) analyzed the correlation between 

night-time light intensity from satellite images and survey sample data on 

household income in Africa. They report a high correlation and used this empirical 

finding as a motivation to use night-time light intensity as an alternative measure 

for poverty. Although one can question whether night-time light intensity is an 

efficient construct to measure poverty, their empirical findings illustrate the 

potential of using remote sensor information as covariates in small area prediction 
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models. Engstrom et al. (2017) used day time satellite images to predict well-

being. In a first step they applied deep learning to extract features from satellite 

images that are potentially related to well-being, like number of cars, building 

type, roof type, etc.. In a next step they applied a Lasso to construct a linear model 

that relates the relevant images features with survey data on well-being. This 

relation is used to predict well-being on a fine regional detail in Sri Lanka. 

Blumenstock et al. (2015) applied machine learning methods to combine mobile 

phone data with survey data on poverty and used this to predict poverty and well-

being on small regional level in Rwanda. Steele et al. (2017) combine survey data 

and mobile phone and satellite data in a generalized linear model to predict 

poverty in Bangladesh. This literature illustrates the potential value of these new 

forms of data for official statistics.  

 

Some caution, however, for making fine regional predictions with the use of 

machine learning algorithms for over-reliance on a model is required. One step 

into this direction is made by Marchetti et al. (2015) who used mobility patterns of 

cars tracked with GPS as a covariate in a Fay Herriot model for predicting poverty 

for small regions in Italy. This class of small area estimation predictions are 

specified as a composite estimator of a model-based prediction and a design-

based estimate where the weights are based on their measure of uncertainty and 

provide mean squared error approximations for the uncertainty of the small 

domain predictions. Similarly Schmid et al. (2017) use mobile phone data as a 

covariate in a Fay Herriot model to predict literacy in Senegal. 

 

In Section 3 it was emphasized that STS models are particular appropriate as a 

form of small area estimation, since official statistics are based on repeated 

surveys. Multivariate STS models are therefore appropriate to borrow strength 

over both time and space. Multivariate STS models can be used in a similar way to 

combine time series obtained with repeated sample surveys with auxiliary series 

derived from registers or big data sources. 

 

This serves two purposes. Extending the time series model with an auxiliary series 

allows modelling the correlation between the unobserved components of the 

structural time series models, e.g. trend and seasonal components. If the model 

detects a strong correlation, then the accuracy of domain predictions will be 

further increased. Harvey and Chung (2000) propose a time series model for the 

Labor Force Survey in the UK extended with a series of claimant counts. 

Information derived from non-traditional data sources like Google trends or social 

media platforms are generally available at a higher frequency than series obtained 

with repeated surveys. This allows to use this time series modelling approach to 

make predictions for the survey outcomes in real time at the moment that the 

outcomes for the big data series are available, but the survey data not yet. In this 

case the auxiliary series are used as a form of nowcasting. Van den Brakel et al. 

(2017) applied a bivariate STS model to estimate the Consumer Confidence Index, 

based on a monthly cross-sectional sample, in real time using an auxiliary series 

derived from messages left on social media platforms. Google Trends in particular 

has been used in the economic forecasting literature for this purpose, see e.g. 

Vosen and Schmidt (2011) and the references therein. 
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To exploit the timeliness of the auxiliary series obtained with big data sources, the 

multivariate STS model can be expressed at the high frequency of the auxiliary 

series. This requires a disaggregation of the unobserved time series components of 

the target series observed with a repeated survey at a low frequency to this higher 

frequency. After fitting the model, estimates for the survey parameters are 

obtained by aggregating the underlying components to a monthly frequency. 

Details of mixed frequency state-space models are described in Harvey (1989), Ch. 

6.3, Durbin and Quenneville (1997), and Moauro and Savio (2005). 

 

With data sources like Google trends, a large number of potential auxiliary series 

might be obtained easily. Combining them in a full multivariate STS model as 

outlined before, limits the degrees of freedom for model fitting. Due to the so-

called "curse of dimensionality", prediction power of such models will be low. 

From this perspective, factor models are developed to formulate parsimonious 

models, despite the fact that a large number of auxiliary series is considered. 

Factor models are developed and widely applied by central banks to nowcast GDP 

on a quarterly frequency using a large amount of related series observed on a 

monthly frequency, Boivin and Ng (2005), Stock and Watson (2002a, 2002b), and 

Marcellino et al. (2003). More recently, Giannone et al. (2008) and Doz et al. 

(2011) proposed a state-space dynamic factor model. They propose a two-step 

estimator. In a first step a small amount of common factors are extracted from a 

large set of series using principal component analysis. In a second step, the 

common factors are combined with the target series in a state-space model and 

are fitted using the Kalman filter. This approach is applied by Schiavoni et al. 

(2019) to estimate monthly unemployment figures in real time with claimant count 

series and Google trend series. 

 

6. Big data as direct data source 

for official statistics 

If non-probability data sources are considered as a primary data source for 

compiling official statistics, then the question arises to what extent results 

obtained with a non-probability data source can be generalized to an intended, 

larger target population. Contrary to probability samples, the data generating 

process of these data sources is generally unknown. As a result, statistical 

information derived from non-probability samples can suffer from large selection 

bias if it is used for these purposes.  

 

Different methods are proposed in the literature to account for selection bias in 

non-probability samples. Some authors apply standard weighting and calibration 

methods known from classical probability sampling to non-probability samples, 

which are referred to as pseudo-design-based inference methods (Baker et al., 

2013). Several authors apply propensity scoring, proposed by Rosenbaum and 
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Rubin (1983), to construct weights that correct for selection bias. Estimating 

response probabilities and using them in Horvitz-Thompson type estimators to 

account for unequal selection probabilities is sometimes called pseudo-

randomization. Valliant and Dever (2011) propose different models to estimate 

response probabilities in opt-in Web panels and discuss under which conditions 

they correct for selection bias. Deville (1991) proposed models for quota samples, 

which can be used to construct post-stratification estimators or linear weighting 

type estimators (Dever et al., 2008). There are many references in the literature 

where propensity scores are used to correct for selection bias in non-probability 

samples (see, e.g. Lee, 2006, Lee & Valliant, 2009, Schonlau et al., 2007, 2009). 

Auxiliary information typically available for weighting and calibration are 

demographic variables like age class, gender, regional classifications. Buelens et al. 

(2018), compared pseudo-design based, model-based and algorithmic methods 

and concluded that  such demographic auxiliary variables do not sufficiently 

explain the data generating process of a non-probability sample to correct 

successfully for selection bias. 

 

Another class of methods to correct for selection bias apply a statistical model to 

predict the units not in the sample (Royall, 1970, Valliant et al., 2000). This 

approach is based on the specification of an appropriate super-population model 

that captures the variation of the target variables instead of adjusting selection 

probabilities.  

 

Some methods combine a non-probability sample that contains the target variable 

of interest and auxiliary variables with a reference sample that is based on a 

probability sample and only contains auxiliary variables. The reference sample is 

used to assess the selectivity of the non-probability sample. One approach, quasi 

randomization, is to construct propensity models to estimate selection 

probabilities for the non-probability sample (Isaksson and Forsman, 2003, Elliot 

and Vaillant, 2017, Vaillant et al. 2013). Sample matching is also applied as an 

attempt to reduce selection bias in opt-in Web panels using covariates obtained in 

a small reference sample to construct propensity weights without collecting 

observations for the target variables (Vavreck and Rivers, 2008, Rivers and Bailey, 

2009, Terhanian and Bremer, 2012). These ideas are related to approaches that 

are also used in microsimulation to match probability samples with population or 

census data (Tanton and Edwards, 2013). Kim and Wang (2018) proposed inverse 

sampling. In a first step, important weights are derived for the units in the non-

probability sample, using the auxiliary variables in the reference sample and the 

non-probability sample. In a second step, a sample using unequal probability 

sampling proportional to the important weights is drawn from the non-probability 

sample, such that it can be interpreted as a simple random sample from the target 

population. As an alternative Kim and Wang (2018) proposed data integration 

which implies that a parametric model is assumed to construct weights for the 

units in the non-probability sample, which are subsequently used in standard 

weighting methods. Rivers (2007) proposed imputation of the target variables 

observed in the non-probability sample in the reference sample using nearest 

neighbor imputation and subsequently applying standard weighting methods. 
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A consequence of combining a large non-probability sample with a high-quality 

smaller reference sample is that the precision of the large non-probability sample 

reduces to the standard error of the smaller reference sample. These methods 

nevertheless might improve the accuracy, in terms of mean squared error, of 

estimates derived from non-probability samples. The methods summarized above 

are based on strong ignorability assumptions and can lead to serious bias if these 

assumptions are not met.  

 

In the case that the non-probability sample and the probability-based reference 

sample both contain the target variable and some auxiliary variables, Kim and Tam 

(2018) propose a design-based inference method that can be regarded as a post-

stratification estimator where one stratum is the subpopulation that is completely 

observed with the non-probability sample. Model-based approaches for 

informative sampling (Pfeffermann and Sverchkov, 2003, 2009), where the 

selection probabilities are related to the target variables, might potentially be 

fruitful to correct for selection bias in non-probability samples for situations where 

no reference sample is available. 

 

7. Discussion 

National statistical institutes face multiple challenges. There is an increasing 

pressure to reduce administration costs and response burden. Non response is a 

gradually increasing problem which compromises the quality of traditional sample 

surveys. In order to remain relevant for data users, the level of detail, frequency 

and timeliness of statistical information must increase. This raises the question 

whether national statistical institutes can continue to base official statistics on 

probability samples in combination with design-based or model-assisted inference 

methods solely. The advantage of this approach is its low risk level. With sample 

surveys, a national statistical institute has full control over the availability of the 

data, as well as the quality and frequency of the statistical output. Model assisted 

inference methods have a built-in robustness against model miss-specification, 

which make these methods attractive for multipurpose surveys in the production 

of official statistics where there is usually very limited time for model building and 

evaluation. Repeated sample surveys therefore provide a safe method to produce 

consistent time series that measure period-to-period change in a reliable way.  

 

In order to improve the level of detail, frequency and timeliness of statistical 

information, without increasing sample sizes and thus data collection costs, model 

based inference procedures known from the literature of small area estimation, 

time series analysis and nowcasting can be considered. This, however, increases 

the risk level for a national statistical institute, since model miss-specification can 

result in biased statistical information. The output, however, is primarily based on 

sample survey data, collected by the national statistical institute. This implies that 

the risks concerning availability, frequency and quality of the data are still 
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managed by the national statistical institute. In this context new data sources can 

provide useful additional information as covariates in small area prediction 

models, particular for countries without registers or timely census data. Many big 

data sources are available at a high frequency which makes them potentially useful 

to make more precise predictions of sample statistics in real time with nowcasting 

models.  

 

Replacing sample surveys for registers or other types of non-probability data 

sources, implies a substantially increased risk level, since in this situation a 

national statistical institute has no control over the availability, comparability, and 

quality of the data source over time. Another issue with using big data as a primary 

data source to compile statistical information is to account for selectivity. Big data 

are used successfully in many different disciplines. The use of these data sources in 

the context of official statistics is, however, different. The problem, which is 

unique for official statistics, is the question to what extent statistical results can be 

generalized to larger intended target populations (Pfeffermann et al. 2015, 

Pfeffermann, 2019).  

 

As highlighted in Section 6, there is a substantial amount of literature for 

correcting for selection bias in non-probability samples. There are nevertheless a 

lot of issues with the application of these methods in the daily practice of official 

statistics. One issue is that all methods are based on strong ignorability 

assumptions conditional on the available covariates, which are difficult to verify. A 

more practical issue is that all methods assume that the records in a big data 

source contains besides the target variable a set of auxiliary variables which 

correspond to the units in a target population or a reference sample. 

Unfortunately, these conditions are seldom met. Most big data sets are fuzzy, 

records do not correspond with units in the target population or a reference 

sample and auxiliary information is generally not available since owners of the big 

data source are reluctant to provide them due to privacy issues. Mobile phone 

data, e.g., are mostly a file of call detail records that contain time and location 

information generated by devices. Mobile phone companies generally do not 

provide the demographic information of the owners of the devices. As a result, 

methods summarized in Section 6 to correct for selection bias cannot be applied in 

a straightforward manner in these situations. Attempts to use these data to 

produce for example day time population statistics are based on machine learning 

methods which attempt to derive demographic information from the observed 

mobility patterns of the devices, followed by rather naïve post-stratification 

corrections. It is not likely that this sufficiently corrects for selectivity. 

 

At this moment it is not at all clear how big data can be used in the production of 

official statistics (Pfeffermann et al. 2015, Pfeffermann 2019). National statistical 

institutes, nevertheless, have to investigate to what extent these new data sources 

in combination with new inference methods can be used to improve the level of 

detail, frequency and timeliness of their publications on the one hand and to 

reduce data collection costs at the other hand.  The literature that uses satellite 

images and mobile phone data to make small area predictions for poverty and 

well-being on a fine regional level, clearly illustrate the potential of big data 

sources. Using these new data sources in the production of official statistics 
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requires more research and insight into the quality of these data sources and an 

extension of the methodological tools to extract the right information from these 

new data sources. This is not only an extension from design-based to model-based 

inference, but also to machine learning methods and artificial intelligence 

algorithms to extract information from satellite and aerial images or sensor data. 

The advantage of all these developments is that it makes life of an official 

statistician more exciting. 
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Explanation of symbols 

 

Empty cell Figure not applicable 

. Figure is unknown, insufficiently reliable or confidential 

* Provisional figure 

** Revised provisional figure 

2017–2018 2017 to 2018 inclusive 

2017/2018 Average for 2017 to 2018 inclusive 

2017/’18 Crop year, financial year, school year, etc., beginning in 2017 and ending 

in 2018 

2013/’14–2017/’18 Crop year, financial year, etc., 2015/’16 to 2017/’18 inclusive 

 

Due to rounding, some totals may not correspond to the sum of the separate 

figures. 
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